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Overview
Cross team communication is tough when times are good.
- How do you keep that up when things start burning down?
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The Basics: Good Etiquette
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The Basics
Your Subject Is Your Headline



One Topic Per Email                       Be Aware of Your Tone
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6 Steps to Survive Crisis-Communication 
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1. Everyone Makes Mistakes	
Pointing fingers is not going to you get to a solution quickly

Transparency builds a culture of no blame, where it is ok to 
     admit mistakes

Removing the fear of blame means your team can jump into 
     resolving the situation immediately
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2. Have a dedicated email distribution
Include those directly responsible for maintaining quality products and communication

Don’t add your whole engineering team - it will most often be noise to them
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2. Have a dedicated email distribution

Include those directly responsible for maintaining quality products and communication
	- Quickly loop in the right dev team as soon as it is determined what team is affected
	- They’ll know they need to react quickly
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3. Clearly define what constitutes an emergency

Without a clear definition, you’ll lose the sense of urgency you need in a real emergency
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3. Clearly define what constitutes an emergency

5 EMAILS about the same issue in 24 hours
5 TWEETS about the same issue in 24 hours
Operational outage or issue with any of our features 

Important to uphold this definition – need that EMERGENCY trigger so these emails get prioritized in everyone’s inbox. 
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3. Clearly define what constitutes an emergency
Waking up to coffee and Lindsay Wassell emails
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4. Clear and concise email is crucial

Clues?
Affected 
Accounts?
Problem?
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	The conclusion comes first – the most important information should be immediately visible 
	Keep it to 2–3 concise sentences



The latest: AK has crawl service updated in the web app and we are working on getting some messaging up to warn users why their historical data is missing (thanks, Mel!). This will be up on staging tonight and ready to thoroughly test and deploy tomorrow morning. Our estimate is to be able to have crawl service turned back on by noon tomorrow.

It looks like there's some intermittent issues with crawl right now (and some other parts of the site, like Top Users, which I think you already know about). If you go to www.seomoz.org/q in FF or Chrome on Mac or PC, it...

	Sometimes gives a 503 error
	Sometimes loads all funky like this: http://www.screencast.com/t/OFg2lW5Aw, and
	Sometimes renders fine.


Any ideas why we would be having these intermittent issues?

What does that mean for customers?
	AK has pushed though all of the crawls that were in progress at the time of the crash and will soon begin queuing up the crawls that have been scheduled between Friday through today.
	Next steps:
	Backfill all crawls less than a week old 
	Backfill historical data


It should be safe to turn the UI back on for users by late tomorrow as users will have data for their most recent crawls. 

@Jen - It's probably best not to update the blog or tweet this yet in case we run into any hiccups tomorrow, but I wanted to send an internal note to let everyone know where we're at. We can update the blog and tweet tomorrow when we get the UI turned back on.
4. Clear and concise email is crucial
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4. Clear and concise email is crucial
	Break sections out using BOLD, italics and underlining, making it easy to skim



The latest: AK has crawl service updated in the web app and we are working on getting some messaging up to warn users why their historical data is missing (thanks, Mel!). This will be up on staging tonight and ready to thoroughly test and deploy tomorrow morning. Our estimate is to be able to have crawl service turned back on by noon tomorrow.

It looks like there's some intermittent issues with crawl right now (and some other parts of the site, like Top Users, which I think you already know about). If you go to www.seomoz.org/q in FF or Chrome on Mac or PC, it...

	Sometimes gives a 503 error
	Sometimes loads all funky like this: http://www.screencast.com/t/OFg2lW5Aw, and
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What does that mean for customers?
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	How can the problem be reproduced?
	Include screenshots, affected users, step by step reproduction of the issue

4. Clear and concise email is crucial


The latest: AK has crawl service updated in the web app and we are working on getting some messaging up to warn users why their historical data is missing (thanks, Mel!). This will be up on staging tonight and ready to thoroughly test and deploy tomorrow morning. Our estimate is to be able to have crawl service turned back on by noon tomorrow.

It looks like there's some intermittent issues with crawl right now (and some other parts of the site, like Top Users, which I think you already know about). If you go to www.seomoz.org/q in FF or Chrome on Mac or PC, it...

	Sometimes gives a 503 error
	Sometimes loads all funky like this: http://www.screencast.com/t/OFg2lW5Aw, and
	Sometimes renders fine.


Any ideas why we would be having these intermittent issues?

What does that mean for customers?
	AK has pushed though all of the crawls that were in progress at the time of the crash and will soon begin queuing up the crawls that have been scheduled between Friday through today.
	Next steps:
	Backfill all crawls less than a week old 
	Backfill historical data


It should be safe to turn the UI back on for users by late tomorrow as users will have data for their most recent crawls. 

@Jen - It's probably best not to update the blog or tweet this yet in case we run into any hiccups tomorrow, but I wanted to send an internal note to let everyone know where we're at. We can update the blog and tweet tomorrow when we get the UI turned back on.
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	Make action items clear – it will be so much easier for your team to jump in and help
	Should we tweet? Post a blog? What do we know that we can communicate? 

4. Clear and concise email is crucial


The latest: AK has crawl service updated in the web app and we are working on getting some messaging up to warn users why their historical data is missing (thanks, Mel!). This will be up on staging tonight and ready to thoroughly test and deploy tomorrow morning. Our estimate is to be able to have crawl service turned back on by noon tomorrow.

It looks like there's some intermittent issues with crawl right now (and some other parts of the site, like Top Users, which I think you already know about). If you go to www.seomoz.org/q in FF or Chrome on Mac or PC, it...

	Sometimes gives a 503 error
	Sometimes loads all funky like this: http://www.screencast.com/t/OFg2lW5Aw, and
	Sometimes renders fine.


Any ideas why we would be having these intermittent issues?

What does that mean for customers?
	AK has pushed though all of the crawls that were in progress at the time of the crash and will soon begin queuing up the crawls that have been scheduled between Friday through today.
	Next steps:
	Backfill all crawls less than a week old 
	Backfill historical data


It should be safe to turn the UI back on for users by late tomorrow as users will have data for their most recent crawls. 

@Jen - It's probably best not to update the blog or tweet this yet in case we run into any hiccups tomorrow, but I wanted to send an internal note to let everyone know where we're at. We can update the blog and tweet tomorrow when we get the UI turned back on.
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5. Set realistic expectations internally and externally
Provide a method of open communication – internally with your teams and externally with customers
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5. Set realistic expectations internally and externally
	Your customers will be able to handle bad news better if you’re honest


	Avoid overly optimistic deadlines
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5. Set realistic expectations internally and externally
Keep communication to your customers as consistent as possible – remember they are depending on your service  
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6. Take the time to follow up with a post-mortem	
A good post-mortem can be a great learning tool – and build confidence within your team
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6. Take the time to follow up with a post-mortem	
Make sure it’s actionable and educational – otherwise it might be used to place blame
Try to use “we’s” when talking about failure
Be generous calling out individual team members for doing something positive  
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How can you apply these lessons?
	Everyone makes mistakes
	Have a dedicated email distribution
	Clearly define what constitutes an emergency
	Clear and concise email
	Realistic expectations internally and externally
	Take the time to follow up with an actionable review
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